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* What is GACRC?
* What is the new cluster at GACRC?
* How does it operate?

* How to work with it?
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What is GACRC?

Who Are We?
» Georgia Advanced Computing Resource Center
» Collaboration between the Office of Vice President for Research (OVPR) and the
Office of the Vice President for Information Technology (OVPIT)
» Guided by a faculty advisory committee (GACRC-AC)

Why Are We Here?

» To provide computing hardware and network infrastructure in support of high-
performance computing (HPC) at UGA

Where Are We?
» http://gacrc.uga.edu (Web) http://wiki.gacrc.uga.edu (Wiki)
» https://wiki.gacrc.uga.edu/wiki/Getting Help (Support)
» https://blog.gacrc.uga.edu (Blog) http://forums.gacrc.uga.edu (Forums)



http://gacrc.uga.edu/
http://wiki.gacrc.uga.edu/
https://wiki.gacrc.uga.edu/wiki/Getting_Help
https://blog.gacrc.uga.edu/
http://forums.gacrc.uga.edu/
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What is the new cluster at GACRC?

» Cluster Structural Diagram

» General Information

» Computing Resources




The New GACRC Linux HPC Cluster Structural Diagram
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What is the new cluster — General Information

The new cluster is a Linux high performance computing (HPC)
cluster:

* 64-bit CentOS 6.5 operating system
* Login node has Intel Xeon processors
* InfiniBand network provides internodal communication:

compute nodes << compute nodes

compute nodes < storage systems, e.g., /home and /scratch




What is the new cluster — General Information

e Batch-queueing System:
> Jobs can be started (submitted),
monitored, and controlled USTADINUNERERE | STANDINUNEHGRE
> Determine which compute node ] i j‘ (—(-J
is the best place to run a job [__iALI & A8
» Determine appropriate execution ___-@ :
priority for a job to run ‘

* On new cluster:

Torque Resource Manager S
Moab Workload Manager
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What is the new cluster — Computing Resources

Cores/ RAM (GB) GPU Cards ..

AMD
Opteron
512 (2)
batch HIGHMEM 3 AMD 48 N/A N/A Yes
Opteron 1024 (1)
GPU 2 Intel Xeon 16 128 NVIDIA 8 Yes
K40m

Peak Performance per Node: 500 Gflops/Node

Home directory : 100 GB
Scratch directory on /lustrel : NO quota limit, auto-moved to /project,
if no modification in 30 days!
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How does it operate?

Next Page

$
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The New GACRC Linux HPC Cluster Operational Diagram
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Layer 1: Node

» A standalone “computer in a box”

Multiple processors, e.g. 4, sharing memory
Local disk storage, network interface, etc.
Networked into a cluster

Node 167

A
’
T
’
Processor 1 Processor 3 \’

Local Layer 2: Processor

Storage » Asingle computing component
» Multicore processor, e.g. 12 cores

128 GB Shared RAM 1/0 Bus

[Iscratch

Processor 2 Processor 4

Layer 3: Core

» Central processing unit (CPU) reading and executing
48 cores and 128 GB RAM instructions independently
per node » Each core is assigned to a software thread
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How to work with it?

Before we start:

* To get the new cluster to be your best HPC buddy, go to
GACRC Wiki (http://wiki.gacrc.uga.edu)
GACRC Web (http://gacrc.uga.edu)

* To get the most effective and qualified support from us, go to
GACRC Support (https://wiki.gacrc.uga.edu/wiki/Getting Help)

* To work happily and productively, follow the new cluster’s
Community Code of Conduct (CCOC)



http://wiki.gacrc.uga.edu/
http://gacrc.uga.edu/
https://wiki.gacrc.uga.edu/wiki/Getting_Help
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How to work with it?
* Cluster’s CCOC:

On cluster, you are not alone....... Each user is sharing finite resources, e.g.,
CPU cycles, RAM, disk storage, network bandwidth, with other researchers.
What you do may affect other researchers on the cluster.

6 rules of thumb to remember:

NO jobs running on login node

NO multi-threaded job running with only 1 core requested

NO large memory job running on regular nodes A
NO long job running on interactive node

NO small memory job running on large memory nodes

Use the copy node for file transfer and compression

VVVVVY
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How to work with it?
> Start with the Cluster

» Connect & Login
» Software Packages

> Run Jobs

How to submit a job
How to make a job submission script
How to check job status, cancel a job, etc.

YV VYV VY
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How to work with it — Start with the Cluster

* You need a User Account: UGAMyID @sapelol.gacrc.uga.edu
To create your account correctly, you must provide us with your official
UGA MyID, not a UGA MylID alias!

 To get a user account, follow 4 steps:

1. New user training (http://gacrc.uga.edu/help/training/)
2. Tell us your Name, UGA MyID, Lab name and PI’s name, via GACRC Support
(https://wiki.gacrc.uga.edu/wiki/Getting Help)

3. We send you an invitation letter with instructions to start account initialization

4. With Step 3 finished successfully, we send you a welcome letter with whole
package of information about your account created successfully



mailto:UGAMyID@sapelo1.gacrc.uga.edu
http://gacrc.uga.edu/help/training/
https://wiki.gacrc.uga.edu/wiki/Getting_Help
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How to work with it — Connect & Login

e Open aconnection: Open a terminal and ssh to your account

0]

|ﬂ

(1 -X is for X windows application running on the cluster to be forwarded to your local machine
2 If using Windows, use SSH client to open connection, get from UGA download software page)

* Logging in: You will be prompted for your UGA MyID password

(30n Linux/Mac, when you type in the password, the prompt blinks and does not move)

* Logging out: exit to leave the system
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How to work with it — Software Packages

e The cluster uses environment modules to define the various paths for
software packages

e Current number of modules installed is ~70 and expanding daily!

* module avail tolist all modules available on the cluster:

[zhuofel@75-104 ~]%(module avai

exabayes. ] ] _ openmpi/1.6.5/gcc/4.4.7
e/moduleT.ne exa ik ja (D) openmpl/1 )
e/m ) 3P Es 3 openmpl/1

openmpil/1

openmpi/1

0 .'-%|||||| l l

trinit:

:é:14 inte l 1 'e.cc';-:;:E:f- ) :jml ;E':' :7m (D) trinit
.8.14/ pol/14 . etcdf/4.1. /15.0.2 python/2.7.8-ucs trinit )
i 1€ )y 8 zlib/gcc447. L 2.8

intel/15.0.2
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How to work with it — Software Packages

module list to list which modules currently loaded:
[zhuofeli@75-104 ~]3Cmodule list

Currently Loaded Mo |u1_;,
1} StdEn 2% moab/7.2.10

module load to Ioad the needed modules:

[z ';‘¢—1¢4 ~]%Cmodule
[z 1@75-104 ~]% module
[z hu fei@75- 104 ~1% module
[zhuo fei@75-104 ~]% module

Currently Loaded Mo |||]_-—-_. ,
1) ﬁtdEn 2y moab/7.2.10

[zhuofel@75-104 ~]Fdnodule unloadO>R/3.1.2
[zhuofel@75-104 ~]% module IIstT

Currently Loaded Modules:
1) StdEn 2) moab/7.2.10 3) nchiblast+/2.2.29
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How to work with it — Run Jobs

* Components you need to run a job:
» Software already loaded. If not, used module load

» Job submission script to run the software, specifying

computing resources:
v" Number of nodes and cores
v' Amount of memory
v Type of nodes
v' Maximum wallclock time, etc.

e Common commands you need:
» qgsub, gstat, qdel

» showgq, checkjob, etc.
...
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How to work with it — Run Jobs
e How to submit ajob? Easy!

gsub is to sub.sh is your job submission script
submit a job specifying:
v" Number of nodes and cores
v Amount of memory
v' Type of nodes
v' Maximum wallclock time, etc.

e How to make a job submission script? Next Page!
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How to work with it — Run Jobs

 Example 1: Serial job script sub.sh running NCBI Blast +

Linux shell ( )

Queue name ( )

Name of the job ( )

Number of nodes (1), number of cores/node (1), node type ( )
Maximum amount of physical memory ( ) used by the job
Maximum wall clock time ( ) for the job, default 6 minutes

Use the directory from which the job is submitted as the working
directory

Load the module of ncbiblast+, version 2.2.29

Run blastn with ‘time’ command to measure the amount of time it
takes to run the application
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How to work with it — Run Jobs
e Example 2: Threaded job script sub.sh running NCBI Blast + with 4 threads

= Number of nodes (1), number of cores/node (4), node type (AMD)
Number of threads (4) = Number of cores requested (4)

=» Email to receive a summary of computing resources used by the job

=>» Receive an email when the job finishes ()

=>» Standard error file ( ) will be merged into standard
out file ( )

=» Run blastn with 4 threads (
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How to work with it — Run Jobs
e Example 3: MPI job script sub.sh running RAXML with 50 MPI processes

= Number of nodes (2), number of cores/node (48), node type (AMD)
Total cores requested = 2 x 48 = 96
We suggest, Number of MPI Processes (50) < Number of cores requested (96)

=>» To run raxmIHPC-MPI-AVX, MPI version using OpenMPI 1.8.3/Intel 15.0.2

=» Run raxmIHPC-MPI-AVX with 50 MPI processes (




MGACRC

How to work with it — Run Jobs

* How to check job status? gqstat!

Job status:

R :job is running

C : job completed (or crashed) and is not longer running. Jobs stay in this state for 24h
Q : job is pending, waiting for resources to become available

e How to cancel testJob3 with jobID 48193472 qdel!
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How to work with it — Run Jobs

e How to check
resource
utilization of a
job? gstat -f
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How to work with it — Run Jobs

e How to check
resource
utilization of a

job? checkjob
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How to work with it — Run Jobs

How to check
gueue status?
showq!
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Thank Youl!




